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(Laszlo and Ilsa enter Rick's Cafe)Headwaiter: Yes, M'sieur?Laszlo: I reserved a table. Victor Laszlo.Waiter: Yes, M'sieur Laszlo. Right this way.(Laszlo and Ilsa follow the waiter to a table)Laszlo: Two cointreaux, please.Waiter: Yes, M'sieur.Laszlo: (to Ilsa) I saw no one of Ugarte's description.Ilsa: Victor, I feel somehow we shouldn't stay here.Figure 1: Excerpt from the Casablanca script.(1) a. Two cointreaux, please.However, consider the alternative stylistic realiza-tions in 2 for requesting two cointreaux:(2) a. Bring us two cointreaux, right away.b. You must bring us two cointreaux.c. We don't have two cointreaux, yet.d. You wouldn't want to bring us two cointreaux,would you?Clearly, speakers make stylistic choices when theyrealize their communicative intentions, and their real-izations express their character and personality. And,based on these stylistic realizations, listeners draw in-ferences about the character and the personality of thespeaker. Thus, algorithms for LSI are important forany domain in which agents speak, such as charactersfor interactive drama systems, multimodal interfaceagents and spoken dialogue agents (CPB+94; LB95;RWS+94; MDBP94; HRB94; Kam95).Our work on LSI draws from two theoretical bases:computational work on speech acts (All79; Coh78;Lit85), and social anthropology and linguistics re-search on social interaction (Gof83; BL87). The SpeechActs section introduces the components of speech acttheory that we draw on; the Social Interaction andLinguistic Style section discusses in detail Brown andLevinson's theory of linguistic social interaction. Weargue that these two theories in combination yield arich generative source of di�erent characterizations for



header: request-act(speaker, hearer, action)precondition: want(speaker,action)cando(hearer,action)decomposition-1: surface-request(speaker,hearer,action)decomposition-2: surface-request(speaker,hearer, informif (hearer,speaker, cando(hearer,action)))decomposition-3: surface-inform(speaker,hearer, :(cando(speaker,action)))decomposition-4: surface-inform(speaker,hearer, want(speaker,action))e�ects: want(hearer,action)know(hearer, want( speaker, action))constraint: agent (action,hearer)Figure 2: De�nition of the request-act plan operator from Litman and Allen, 1990arti�cial agents. The Computing Linguistic Style sec-tion then explains how these theories provide the basisfor generating the improvisations such as those in 2,above. The Implementing Emotional Dispositions sec-tion discusses how we augment these improvisationsby selecting for the speaker an emotional dispositionand its attendant acoustical correlates (Cah90). TheExamples section illustrates how the theory is imple-mented in the domain of interactive story and dialogue.Finally we discuss how LSI extends and di�ers fromother recent approaches to both interactive drama andtext generation and propose useful extensions to ourcurrent work. Speech ActsSpeech acts were �rst proposed as a small set of com-municative intentions such as request or informthat underly all utterance production (Sea75). In anylanguage based application, interactive dialogue canbe represented as sequences of speech acts by multi-ple characters. Therefore, LSI uses speech acts as theabstract representation for utterances, and plans asthe basis for improvisation | each spoken utteranceis represented as an instantiation of a plan operatorand these instantiations are interleaved with descrip-tions of physical acts in a real or simulated world.The inventory of speech acts is de�ned by the ap-plication. Ours consists of the initiating acts of in-form, offer and two types of request: request-info and request-act. We also use three typesof response speech acts for acceptance and rejec-tion, corresponding to each major type of initiatingact: accept-inform, accept-offer and accept-request; and reject-inform, reject-offer andreject-request.Each speech act de�nition includes (a) specifyingthe conditions under which a speaker performing thespeech act could be successful at achieving a com-municative intention, and (b) specifying the e�ectson the hearer if the speaker is successful. Earliercomputational work proposed that speech acts shouldbe implemented in a standard AI planning systemas plan operators that include the act's decompo-

sition, preconditions and effects, thereby en-abling computer agents to plan utterances in thesame way that they plan physical acts (All79; Coh78;Lit85). An example plan-based representation of arequest-act (for example, Laszlo's request in 1)based on Litman and Allen's work, is given in Figure2 (LA90).A critical basis of our improvisation algorithms isspeech act theory's distinction between the underlyingintention of a speech act, and the surface forms of theutterance that can realize the speech act. This dis-tinction is seen in Figure 2: the request-act speechact speci�es an underlying intention (the desired ef-fect) of the speaker getting the hearer to do (or wantto do) a particular action; while the four decompo-sitions specify the di�erent ways that the underlyingspeech act can be realized by surface speech acts, thatis, by particular sentential forms such as declarativesentences or questions. For example, the sententialequivalents of decompositions 1 to 4 in Figure 2 mightbe those in 3a to 3d respectively, where action repre-sents an action description:(3) a. Do action.b. Can you do action?c. I can't do action.d. I want action.Our algorithms for improvisation, to be discussedin the Computing Linguistic Style section, are mech-anisms for deciding how to realize a given underlyingintention as a particular surface form. While previouswork on dialogue generation has focused on informa-tional motivations and e�ects (MP93), we focus hereon the impact of social and a�ective parameters on theselection of utterance form and content.Social Interaction and Linguistic StyleWhenever agents realize a particular speech act, theymake choices about the linguistic style with which thatact is realized. Our main idea is that all these choiceshave a major e�ect on our perception of an agent'scharacter and personality. Given the goal of achieving



a particular communicative intention in a given socialsetting, an agent must choose among all the possiblevariations in semantic content, syntactic formand acoustical realization. We call these choicesa strategy for realizing a particular communicativeintention.The generative account we present is derived fromBrown and Levinson's theory of social interaction(BL87) in which they identify a number of di�erentvariables and give examples of how di�erent valuesfor the variables produce di�erent communicative out-comes. In LSI, we take their framework, re�ne itsspeci�cation where necessary, and specify the compu-tational mechanisms required to implement it.1Maintaining public face An important basis of thetheory is that all agents have and know each other tohave:1. Face: An agent's public self image, which consistsof the desire for:(a) Autonomy: Freedom of action and freedom fromimposition by other agents;(b) Approval: A positive consistent self-image orpersonality that is appreciated and approved ofby other agents;2. Capabilities for rational reasoning such asmeans-end reasoning, deliberation, and plan recog-nition.Social variables and face Given the desire tomaintain their own and others' face, and beliefs abouttheir own and others' rationality, the agents' algorithmfor choosing a strategy for realizing a particular speechact relies on evaluating three socially determined vari-ables:1. D(S,H): the social distance between the speakerand hearer.2. P(H,S): the power that the hearer has over thespeaker.3. R�: a ranking of imposition for the act � underdiscussion.Human agents use personal experience, backgroundknowledge, and cultural norms to determine the valuesfor these variables. For example, social distanceoften depends on how well S and H know one another,but also on social class and status. Power comes frommany sources, but often arises from the ability of S tocontrol access to goods that H wants, such as money.The ranking of imposition relies on the fact thatall agents' basic desires include the desire for autonomyand approval. Thus particular speech act types can beranked as higher impositions simply by how they relateto agents' basic desires.1Due to space constraints, we are unable here to presenta full exegesis of their theory, the interested reader is re-ferred to (BL87).

Speech acts that can function as a threat to H's de-sire for autonomy include those that predicate somefuture act of H, as well as speech acts that predicatesome future act of S toward H, such as o�ers, whichput pressure on H to accept or reject them. This meansthat the act types of request-inform, request-actand offer threaten H's desire for autonomy. The in-form speech act also threatens H's desire for auton-omy on the basis that it is an attempt by S to a�ectH's mental state.Speech acts that threaten H's desire for approvalinclude all rejections, including the act types reject-inform, reject-offer and reject-request.2Given our inventory of speech acts, and the range ofthe variables D and P, we instantiate the theory withthe ranking of imposition R� based on the speech acttype, as shown in Figure 3 below.3Speech Act R�accept-request 5accept-inform 5accept-o�er 10inform 15request-info 20o�er 25reject-o�er 30reject-inform 35reject-request 40request-act 45Figure 3: A ranking R� on imposition of various typesof speech acts with values from 1 to 50.Linguistic style strategies and social variablesAs social and rational actors, S and H attempt to avoidthreats to one another's face. Given values for socialdistance D(S,H), power P(H,S) and ranking of imposi-tion R�, the agent S estimates the threat � to H ofperforming the speech act � by simply summing thesevariables as in equation 4:(4) � = D(S,H) + P(H,S) + R�Once a value for � has been calculated, the agentuses it to choose among one of the following four strate-gies for executing a speech act:42Other speech acts not in our inventory, such as criti-cisms and complaints, also threaten H's desire for approval(BL87).3The values we use here serve to illustrate the modeland range of phenomena. The actual values of the rankingof imposition need to be empirically determined with re-spect to the culture being modeled. We also discuss inour concluding section how R� should be a function ofboth speech act type and propositional content, rather thanpurely speech act type as we do here.4Brown and Levinson include a strategy of not execut-ing the speech act at all because the face threat is toogreat.



(5) a. Direct: Do the act directly.b. Approval-Oriented: Orient the realization ofthe act to H's desire for approval;c. Autonomy-Oriented: Orient the realizationof the act to H's desire for autonomy;d. Off-Record: Do the act o� record by hinting,and/or by ensuring that the interpretation of theutterance is ambiguous.The lowest values of � lead to the direct strategyand higher values lead to the off-record strategy.In LSI, the range for each of the social variables D,P and R� is between 0 and 50. Therefore, the � sumwill range from 0 to 150. direct strategies correspondto � values through 50, approval-oriented strate-gies to � values from 51 to 80, autonomy-orientedstrategies for � values from 81 to 120 and off-recordstrategies for � values from 121 to 150.5Each strategy can be realized by a wide range ofsub-strategies, whose semantic content is selectedfrom the plan-based representation for a speech actand whose syntactic form is selected from a libraryof syntactic forms. And since there are many waysto realize each strategy, realizations within particularranges are heuristically assigned to the upper or lowerend of the scale, or assigned to the same values of thescale to support random variation.Emotion as an element of linguistic styleVarying the a�ect of the spoken realization is a criticalaspect of linguistic style. Although Brown and Levin-son state that expressions of strong emotion threatenboth S and H's desires for approval and autonomy,they do not further specify the relation between strate-gies for selecting semantic content and syntacticform, and those for selecting the acoustical re-alizations in the utterance which most directly ex-press emotions. In order to explore this interaction,we adopt a very simple view of emotional expression:emotional disposition is an orthogonal dimension tosocial variables, and each character is simply assignedan emotional disposition at the start.Computing Linguistic StyleBecause LSI is de�ned on the basis of speech act typesalone, what we have described so far is domain inde-pendent. However, the content of each speech act isdomain speci�c. For example, in Figure 2, domain spe-ci�c contain is represented by the action variable inthe de�nition of request-act. Similarly, the domainspeci�c content in an inform speech act is representedby a proposition variable. Thus to test LSI, speci�cdomains must be represented in terms of the actionsand propositions of that domain. For example, Figure5Again these values are estimates selected for illustra-tive purposes.

5 represents the domain speci�c action of serving twocointreaux.We have tested LSI on speech acts derived from twodomains: a task-oriented dialogue in which two agentsdiscuss furnishing a two room house (Wal96a), and asegment of the Casablanca script shown in Figure 1(Wal96b; WABM95).6As shown in Figure 4, LSI takes an input a sequenceof speech acts representing a dialogue, and a socialstructure which consists of a value between 0 and50, for both social distance D and for power P, foreach pair of agents in the dialogue. Then, for eachspeech act in the script or the dialogue, the speakerdetermines the social distance D between him/herselfand the hearer, the power P that the hearer has overhim/her, and the value on R� for the speech act typeas in Figure 3. Then by equation 4, the speaker calcu-lates the value of �, and uses this to select one of thestrategies given in 5 above.We will now demonstrate how the algorithm oper-ates, by showing how di�erent linguistic strategies re-sult from di�erent social structures. In each case wewill use the example from Casablanca, in which Laszloorders two cointreaux from Emil, and assume that thealgorithm operates on the representations in Figures2 and 5.7 Since there are many more realizations ofthe strategies than can be discussed here, interestedreaders are referred to (BL87).Direct strategiesDirect strategies result from social structures in whichboth social distance D and power P are small. In thecase of our two cointreaux example, imagine that Las-zlo and Emil are old friends, and that Emil, as thewaiter, has no power over Laszlo. This could be mod-eled in our framework with a social structure in whichthe social distance D between Emil and Laszlo is 4and the power P that Emil has over Laszlo is 0. Ac-cording to Figure 3, the R� for request-act is 45.Using equation 4 and the values for P, D and R�, thevalue for � is 49, leading Laszlo to select a direct formstrategy for realizing his request.The realizations for all direct forms, irrespective ofspeech act type, are based on the semantic contentof the decomposition step of the speech act. Eachspeech act type has an associated default syntacticform.6The task oriented dialogue representation is generatedo�-line by a planner, while the Casablanca script speech actrepresentation is constructed by hand. In both cases, weuse the generator FUF (Elh92) to generate surface forms.Because FUF does not operate directly on predicate logicrepresentations used in plans, we therefore augment thesewith manually generated FUF equivalents. Future imple-mentations will include a transducer that generates FUFforms automatically from plan representations.7Actually we will derive some of the decompositions inLitman's de�nition by rule (AP80; GL71).
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Figure 4: Overview of LSI Algorithmheader: serve(waiter, customer, two-cointreaux)precondition: has(restaurant, two-cointreaux)decomposition: bring(waiter, customer, two-cointreaux)e�ects: has(customer, two-cointreaux)Figure 5: A possible plan in the restaurant domain for serving two cointreauxFor example, in the case of request-acts we as-sume that the default syntactic form is an imperative.8Thus the simplest strategy for realizing a direct form isthe realize-direct-strategy: Realize the contentof the decomposition step with its associated defaultsyntactic form. For a request such as Two cointreaux,please, this would result in an utterance such as:(6) Bring us two cointreaux.Direct realizations can also be ordered within therange of 0 to 50 so that lower values correspond tostyles that convey that H has no power (P is low). Oneway to make a request-act is the power-direct-strategy: Add you must or right away to the directform. This is illustrated in 7 and 8:(7) Bring us two cointreaux right away.(8) You must bring us two cointreaux.Approval oriented strategiesApproval oriented strategies result from social struc-tures in which there are minor di�erences in bothpower P and social distance D between the interac-tants, so that these factors play a weak role in strategy8For speech acts such as inform, the default syntacticform is a declarative sentence, and for speech acts whichare subtypes of accept or reject, the default forms areOkay, Yes or No, respectively.
selection. Strategies for orienting the realization of aspeech act to the hearer's desire for approval includeintensifying interest or attention to H, implying that Sand H are cooperators who have the same perspectiveor desires, or conveying that S and H are part of thesame social group or are friends.One way to convey that S and H have the samedesires when making a request is the optimism-approval-strategy: S expresses optimism that Hwill want to do what S wants H to do. This strategyresults from selecting the semantic content to be real-ized from the want hearer action e�ect of the request-act (as in Figure 2)9, and realizing this semantic con-tent with a declarative sentence that includes a tagquestion. This strategy results in surface forms suchas:(9) You'd like to bring us two cointreaux, wouldn'tyou?One way to imply that S and H are in the same so-cial group and that S believes that the relative P be-tween himself and H is small is the group-approval-strategy: Use in-group address forms such as buddy,mate, honey, doll, my man, depending on the group.For a request, this is implemented by concatenating an9A similar strategy of assuming that the e�ect alreadyholds can also be used for inform speech acts.



in-group address form, my man, to the direct realiza-tion of the speech act, resulting in surface forms suchas:(10) Hey Emil, my man, bring us two cointreaux.For accept-offer or accept-request speechacts, approval oriented forms are those that explicitlyassert the want e�ect of the o�er or request speechact, such as:(11) I'd be glad to.and(12) With pleasure.For rejections, approval oriented forms are those bywhich H a�rms a social relationship with S such as:(13) I'm sorry, I can't. Normally I'd love to.Autonomy oriented strategiesAutonomy oriented strategies result from social struc-tures in which there are signi�cant di�erences betweenthe two agents in either power P or social distanceD. Under these circumstances S will choose strategiesthat make minimal assumptions about H's wants anddesires, leaving H the option not to do the act, anddisassociate S from possible infringement of H's au-tonomy.Note that the e�ect �eld in Figure 2 encodes in-formation about H's wants and desires. Thus, onerule is to be pessimistic about H's desires. Thiscan be achieved by selecting semantic content fromthis e�ect �eld with the negate-effect-autonomy-strategy: State that the want e�ect doesn't hold.This produces a form such as:(14) You wouldn't want to bring us two cointreauxwould you?In addition, note that the precondition �eld in Fig-ure 2 encodes information about H's abilities. One wayof leaving H the option not to do the act is for S toproduce a query with this precondition as the seman-tic content, leaving H the option of saying that s/heis unable to do the act. This is the query-ability-autonomy-strategy, which results in forms such as:(15) Can you bring us two cointreaux?One way of disassociating S and H from an au-tonomy infringement is to produce an indirect formof a request with the assert-want-precondition-autonomy-strategy: State that the want precondi-tion holds. This results in forms such as:(16) We'd like two cointreaux.Another strategy for avoiding an autonomy in-fringement is the impersonalize-actor-autonomy-strategy: Impersonalize who actually performs therequested act. This results in proposals with no actorspeci�ed. It is also possible to produce proposals in

which the act itself is unspeci�ed, by selecting the se-mantic content for the request from the e�ect �eld ofthe domain act. For example, in Figure 5, the e�ect isthat the customer has two cointreaux. Using this �eldas the semantic content results in surface forms suchas:(17) Let us have two cointreaux.inform speech acts also have realizations that areautonomy oriented. An inform speech act can im-pinge on H's autonomy concerning what s/he wants tobelieve. One way to orient to H's autonomy is to softenthe strength of an assertion by hedging it (PFB80).For example, consider Laszlo's utterance of I reserveda table. This can be hedged by simply embedding thedeclarative sentence, which is produced from the de-composition step of the plan for an inform, with hedg-ing phrases such as I feel, I believe, It seems, As youmay know, I think, I heard, or adding other hedgessuch as somehow, sort of, kind of to the verb phrase.This strategy is encapsulated in 18 and produces formssuch as 19:(18) hedge-inform-strategy: Augment any in-form statement with either a pre-sentential or a ver-bal hedge.(19) I believe I reserved a table.An example of hedging in the original script (Figure1) is Ilsa's assertion:(20) Victor, I feel somehow we shouldn't stay here.Hedging the strength of the assertion can also func-tion as an approval oriented strategy since it is a simpleway to avoid disagreement.O� record strategiesO� record strategies result from social situations inwhich there are signi�cant values for social distance Dor major discrepancies in power P between two agents,or from an act that is a large imposition on H. Tacticsfor going o� record are di�cult to implement becausestrategies for doing so involve indirect inference pathsthat are di�cult to model computationally. Thereare, however, several simple ways to make a requesto� record by constructing hints from plan-based rep-resentations. One strategy is the assert-negation-domain-effect-strategy, in which S asserts thatthe e�ect of the domain plan does not hold, as in:(21) We don't have two cointreaux yet.Another strategy is the assert-domain-precondition-holds-strategy: Assert that theprecondition of the domain plan holds. For example,Laszlo's utterance of I reserved a table is a statementthat the domain precondition for being shown to a ta-ble holds. Thus the original realization in the script isan o� record form.



Another strategy is the abstract-agent-and-negate-effect-strategy: Select the semantic con-tent as the decomposition of the domain plan, abstractthe agent role, and negate the assertion of the decom-position. This leads to an implicature (Hir85). Theresult is shown below:(22) Someone hasn't brought us two cointreaux.In the current implementation of LSI, autonomy ori-ented forms are sometimes substituted for o� recordforms in order to provide more variability when char-acters choose to go o� record.Implementing Emotional DispositionsOnce a character's emotional disposition has been set,all of that character's utterances are synthesized withthe acoustical correlates of that emotion. We imple-ment this by drawing on Cahn's theory of expressinga�ect in synthesized speech (Cah90), and use a versionof her A�ect Editor program developed expressly forinteractive theater and simulated conversation.The A�ect Editor computes instructions for a speechsynthesizer (so far, the DECtalk3 and 4.1) so that itproduces emotional and expressive synthesized speech.The output is a set of synthesizer instructions; the in-put is a combination of text and acoustical parame-ter values. The parameters (seventeen in all) controlthe presence in the speech signal of various aspects ofpitch, timing, voice quality and phoneme quality.Because some of the acoustical properties are mod-erated by linguistic properties of the text, the wordsin the text must be annotated for part of speech, fo-cus information (expressed as a likelihood of receivingintonational stress, that is, as the inverse of the acces-sibility of items in memory), and then the text itselfmarked with all possible phrase boundaries accordingto syntax and grammatical role.The acoustical parameters have numerical values.Their adjustment around zero | representing neutrala�ect | allows various shadings of emotional expres-sion, for example, from calm to sad to completely de-jected, or from enthusiasm to harsh anger. Our cur-rent LSI implementationsmake use of parameter valuesets for seven emotional dispositions: Angry, Annoyed,Disgusted, Distraught, Gru�, Pleasant and Sad.Example Runs of Linguistic StyleImprovisationTo demonstrate the e�ect of LSI, we apply it to the�rst �ve lines of the Casablanca script in Figure 1,where agent A is Laszlo and agent B is the waiter. Weprovide an underlying abstract representation for thisexcerpt in terms of speech acts as speci�ed in Figure 6.We use extreme power and social distance parametersettings in the examples to demonstrate the range ofvariation that is possible.

A direct/angry speaker with an approval-oriented/pleasant hearer In a social structure inwhich A's emotional disposition is angry, and B's ispleasant, modeled by setting D(A,B) = 0, P(B,A) =0, D(B,A) = 30, and P(A,B) = 30, A will choosedirect strategies and an angry delivery, and B willchoose approval oriented strategies, delivered in pleas-ant tones. The result of this social structure appliedto the Casablanca excerpt is:(23)W: Could I help you?L: You must take us to a table. I am Victor Laszlo.W: It's a pleasure.L: Bring us two cointreaux, right awayW: I'd be glad to.An autonomy-oriented/distraught speaker witha direct/pleasant hearer In a social structurewhere A's emotional disposition is distraught, and B'sis pleasant, modeled by setting D(A,B) = 40, P(B,A)= 40, D(B,A) = 0, and P(A,B) = 0, A will choose au-tonomy oriented strategies and a distraught delivery.and B will choose the lower end of direct strategies anda pleasant delivery. The e�ect of this social structureon the Casablanca excerpt is:(24)W: I will help youL: Can you take us to a table? As you may know,I am Victor LaszloW: Yes, if you insist.L: You wouldn't want to bring us two cointreaux,would you?W: Yes, if I must.The values that produce 24 portray Laszlo as awimp, for several reasons. First, Laszlo, who is thecustomer, is orienting to the waiter's autonomy. Sec-ond, the distraught delivery is very high pitched andtentative. Finally, the fact that the waiter is rude high-lights their di�erences in linguistic style.Related WorkThere are two areas of related work: recent work on in-teractive drama systems |in particular, Hayes-Roth'swork on improvisation by computer characters; andthe longer running body of work on natural languagegeneration.Interactive drama systems In empirical studies ofhuman reactions to lifelike computer characters, Nasset al. (NST95) show that linguistic style leads to spe-ci�c inferences about character. However, they relyon pre-scripted linguistic forms to demonstrate its ef-fects and no generative mechanism is supplied. Otherwork in this area, for example, that of Maes et al.(MDBP94) and Loyall and Bates (LB95) has focused



(Laszlo and Ilsa enter Rick's Cafe)Headwaiter: Yes, M'sieur? (offer)Laszlo: I reserved a table. Victor Laszlo. (request-act)Waiter: Yes, M'sieur Laszlo. Right this way. (accept-request)(Laszlo and Ilsa follow the waiter to a table)Laszlo: Two cointreaux, please. (request-act)Waiter: Yes, M'sieur. (accept-request)Figure 6: Assumed Speech Acts for an excerpt from the Casablanca script.on the behavior on non-speaking animals, so that lin-guistic style has not been considered. Where charac-ters do speak, their utterances are in the main pre-scripted (BL93), or generation does not focus on vari-ations in linguistic style (CPB+94).Hayes-Roth's work on improvisation does allow forlinguistic variation, but this arises by selection froma �nite set of forms, and again no generative mecha-nism is given (HRB94; HRBS95). However this workprovides a useful set of requirements for improvisationmechanisms of computer characters (HRBS95), whichour mechanisms for LSI satisfy:1. Interesting variability in a character's interpretationof a given direction on di�erent occasions;2. Random variability in the way a character performsa speci�c behavior on di�erent occasions;3. Idiosyncrasies in the behaviors of di�erent charac-ters;4. Plausible motivations for character's behavior;5. Recognizable emotions associated with character'sbehaviors and interactions.The dialogues in 23 and 24 demonstrate that socialstructure variables produce interesting variability, ran-dom variability, and idiosyncrasies. In addition, be-cause Brown and Levinson's theory is based on empir-ical observation of human interaction in many cultures,a theory of LSI based on it satis�es Hayes-Roth's lasttwo criteria. Since the theory captures linguistic uni-versals, human users should be able to ascribe plausi-ble motivations and recognize the emotions associatedwith a character's behavior. Especially, the motiva-tions the theory ascribes are not only descriptive andexplanatory, but predictive and generative.Text generation Previous work on natural lan-guage generation has addressed the problems of howsurface forms can be generated from underlying speechacts (MP93; Coh78; Dal88), inter alia. However inthe main, the variables that determine linguistic choicehave all been task-related. The generation research hastherefore addressed the role of linguistic choice in indi-cating information structure; foregrounding and back-grounding information; reducing cognitive overload,and the impact of these factors on inducing changein the hearer's beliefs. This task oriented perspective

ignores other aspects of choice and interaction, namely,agents' motivations, and socially appropriate responsesand behavior.One exception is the work of Hovy (Hov93), whodoes consider the e�ect of social factors on generation.However, Hovy is concerned with generating news sto-ries (text) which, in speech act terms are sequences ofinform speech acts. In contrast, our work focuses onthe generation of conversation, which requires a muchwider range of speech acts. Furthermore, the newsstory genre a�ords fewer opportunities for social fac-tors to a�ect generation given the anonymity of thegeneric text reader.Discussion and Future WorkIn this paper, we have argued that linguistic style is anunder-researched aspect of character, and presented atheory of, and algorithms for, Linguistic Style Impro-visation by computer characters. This work expandsthe set of parameters that have been investigated inresearch on natural language generation of conversa-tional speech.Possible interesting extensions to our work would beto introduce social feedback into our model, allowinglinguistic actions to directly a�ect the social struc-ture in the course of an interaction. We hope to ex-plore a reciprocal feedback loop to social structure, inwhich, for example, one agent's linguistic friendlinessresults in another agent adjusting their beliefs aboutsocial distance, and hence changing the second agent'sfuture linguistic strategies. This should result in inter-pretable and interesting changes in the way two agentstreat one another over the course of a social interac-tion. We also hope to examine in more detail the rela-tionship of acoustical expression of emotions to choicesabout linguistic semantic content and syntactic form.Another possible extension concerns a more complexfunction for calculating the ranking of impositionR�. The problem is that R� should be a function ofboth the speech act type, and the type of the action inthe domain. For example, a request-act that H passthe salt is less of an imposition than a request-actthat H give S �ve dollars. We conjecture that a func-tion for R� could be based on inputs � and a domainact �, if the speech act planner could access informa-tion about the e�ort involved with the execution of the
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