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For a long time in this pair, Hercule and Sherlock had difficulties to dialogue. They finally build the habit to meet in the same room
when they want to discuss. They are both in the bar Sherlock leaves the bar (2:20:37)
Hercule immediately pages "Where are you going"

Example 25 (from protocol 7.2 - we trand ate)

Sherlock suggests initially (1:01)that he will initially explore rooms 5 to 8. Hercule does not agree explicitly, but explores successively
rooms 4 to 1, then the bar, implicitly agreeing on the geographical split strategy.

Example 26 (from protocol 6.2)

Hercule as been asking twice to Sherlock to give his notebook to Hercule, but Sherlock uses 'show’ instead of 'give’, hence Hercule
cannot read it. Hercule says "Probably you are reading my notebook. Please hand me yours so that | can also read." (1:23:36) Sher-
lock answers "I thought | did" (1:23:55), and does it again: 'Show dn1 to hercule" (1:24:12) Hercule types 'look me’ to check whether
he has or not this notebook. He has not. (1:23:59) Hercule says "Please type: give dnl to hercule’ (1:24:29) Sherlock types 'give
dnl to hercule’ (1:24:44) Hercule says "thank you" (1:24:50)

Example 27 (from protocol 5.2)

Hercule says "There are complementary information, he went to see the girl around 10." (#97)
Sherlock says "Which girl?" (#98)
Hercule answers "So, Mona-Lisa, the one who has been killed. He went to his her room. ..." (#99)

Example 28 (from protocol 1 - We trand ate)

The detectives are talking about Oscar’s motive to kill... Sherlock pages "And he could not have taken the weapon because it was
left in the bar" (1:10:46)

Hercule asks "The weapon was in the bar?" (1:23:23)

Hercule reads all his notebook and Sherlock reads the information about the gun and the Colonel in his notebook.

Hercule says "Well, Sherlock it's all a bit confusing" (1:15:20)

Sherlock answers "Sorry | misunderstood what the kolonel said. The gun was in his room." (1:15:32)

Hercule acknowledges "Yes, the gun was his" (1:15:43) At this stage, this point seems repaired but sometime later...

Hercule pages "But, why did you mean when you said that he gun was at the bar? Who brought it there from the Colonels room?
(1:29:40)

Sherlock pages "l was wrong when | said it was at the bar. It was in colonel's room." (1:30:42)

Hercule acknowledges "Ok" (1:33:02)

Example 29 (from protocol 5.2)

Hercule has created an arrow between Mona-Lisa Vesuvio (the victim) and Oscar, with the label "husband" (39:55)
Sherlock pages "why do you put husband between Oscar and ML? Her husband is Giuzeppe" (41:22)

Hercule moves the arrow and creates a box with Giuzeppe Vesuvio, the real husband (42:00)

Hercule pages Sherlock "Thank you that was stupid” (42:03)

Hercule makes a box "Giuzeppe Vesuvio" (the real husband) (42:22) and moves the arrow. (43:00)

Example 30 (protocol 5.2)

Hercule went to the private residence and read the insurance contract (15:28). This contract is a key element in the story. He does
not communicate about this finding in the MOO, but instead draws a box "Oscar Salve" on the whiteboard (15:52 -> 16:25)
Sherlock pages "What about Oscar?" (16:56)

Hercule draws a box "Mona Lisa (victim)" (16.58) then he draws a line with bidirectional arrows between "Mona Lisa" and "Oscar
Saleve" (17.04).

This drawing does not really answer to (3), there are almost synchronous, it is more a kind of joint completion a la Roschelle and
Teasley (1995)

Sherlock pages "Are you accusing Oscar?", i.e. attempts to ground the meaning of Hercule’s (still uncompleted) drawings. (18:07)
Hercule creates a box with "Motive: Money (Insurance contract / private residence") (18.13). He probably started to write the previ-
ous utterance, hence once again this done in parallel.

Example 31 (From protocol 5.2)

Hercule went to the kitchen and asks Oscar about last night, the victim, the gun and the jacket (24:41-25:45).

Hercule does not report that verbally (but it has been discussed before), instead he creates a box with "Gun==> Owner: Colonel /
Jacket => Owner: Hans" (26-48).

Sherlock acknowledges this my moving and resizing it (26:49).

Example 32 (From protocol 5.2)

Hercule put a note put a note "Kolonel is witness of struggle between Mona-Lisa and your art student (Hans?) on whiteboard (31:11)
Sherlock asks questions to Mona-Lisa about last night (1:02:23)

Sherlock delete Hercule’s note (1:02:37)

Sherlock asks questions to Mona-Lisa about the victim (1:03:00)

Sherlock edit Hercule’s note, replacing HANS by LISA, and paste it on the whiteboard.

Example 33 (From protocol 5.2)
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Hercule repeats his previous utterance "We dismiss Lucie, Ok". (She can re-enter previous commands by using the keyboard ar-
rows).

Example 14. (From protocol 7.2 -we translate)

At the beginning, Sherlock said "l inspect the room 5,5,7,8 to begin’ (1:01)

Hercule does not acknowledge verbally, but inspects the rooms 4 to 1.

This implicitly agreed strategy does not specify who will inspect the rooms between the two corridors (bar, kitchen,...) Hercule goes
faster than Sherlock. When he has finished 'his’ rooms, Hercule types 'who’ and sees that Sherlock is still in room 6. (This informa-
tion is confirmed by what facts Sherlock has reported on whiteboard).

Hercule moves to the bar.

Example 15 (From protocol 6.2)

Hercule and Sherlock were both in room 5 for a few minutes
Hercule leaves for room 8 (58:06)
Sherlock pages "Where are you going" (58:40)

Example 16 (From protocol 4.2)

For a long time in this pair, Hercule and Sherlock had difficulties to dialogue. They finally build the habit to meet in the same room
when they want to discuss.

They are both in the bar Sherlock leaves the bar (2:20:37)

Hercule immediately pages "Where are you going"

Example 17 (from protocol 7.2 - we trandate)

Hercule pages "We should probably use a colour code" (20:56)

Sherlock doesn’t acknowledge.

Hercule draws a box with a legend: "Blue border = Motive; Yellow border = Weapon; "Green Border = Opportunity". He adds to the
bottom "Something like that. What do you mean" and hence uses the whiteboard for direct communication (request for acknowledg-
ment).

Example 18 (protocol 5.2)

Hercule says "We dismiss Lucie, ok" (1:43:22)

Sherlock answers "Yes, Lucie did not get the gun, no motive and she is out of the Auberge. (1:43:49)

Hercule says "Giuzzepe has nothing to do here, dismiss ok?" (1:44:40)

Sherlock answers "Ok" (1:45:28)

Sherlock proposes two things: "We remove the box with Lucie and Giuzeppe" (1:47:23) and "We cross Lucie and Giuzeppe"
(1:47:38)

Hercule almost simultaneously asks "Giuzeppe, you want to keep him?" (1:47:39)

Sherlock answers "No" (1:47:45)

Hercule acknowledge by "Ok" and removes the box.

Sherlock complains "We have to keep the info, it may be important"

Example 19 (protocol 7.2 - we trandl ate)

Sherlock and Hercule were talking about Rolf Loretan Hercule says "Your idea sounds reasonable. Although the others do not have
a good alibi" (53:39)

Hercule says "I would do more questions around. What do you think?" (54:15)

Sherlock answers to Hercule’s first utterance: "It's not Rolf because he stayed with his wife until Mona Lisa was killed (54:18)
Sherlock answers to Hercule’ second utterance: "Go ahead" (54:40)

Example 20 (protocol 4.2)

Sherlock pages "Let me tell you something". (1:47:03)

Hercule join Sherlock (1:47:37)

Hercule says "Tell me" (1: 47:45)

Sherlock says "At 8.30 Rolf went to the kitchen to search for aspirin...:" (1:48:32)

Example 21 (protocol 4.2)

Hercule asks "Why did you put a second arrow?" (#337)
Sherlock answers "Because, these are those who could have killed." (#338)
Hercule says "But why Giuzzepe? He had no reason to kill." (#339)

Example 22 (protocol 1 - spoken conversation)

Hercule gives his notebook to Sherlock (both detectives use a MOO object called notebook which records the answers to all ques-
tions they have asked) (1:24:44)
Sherlock says "Thank you" (1:24:50)

Example 23 (from protocol 5.2)

Hercule reads his notebook to Sherlock (28:26)
Hercule says "Do you see the notes?" (29:37)
Sherlock says "yes"

Example 24 (from protocol 4.2)
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Sherlock types’join hercule’ and arrives in the kitchen (1:57:40)

Hercule says "Did you see the answer?" (Hercule knows that, when he asks a question to a suspect, anybody else in the same room
will see the answer. However. he is not sure this was the case for Sherlock because times were very close). (1:57:55)

Sherlock answers "No" (1:58:03)

Sherlock adds "but | consult the detective notebook 1" where all answers are automatically stored, thereby repairing himself the non
grounded of information (1:58:20)

Sherlock decides to repair it as well and say "He say It is our pride and joy, an original Magritte estimated to be worth 1 million Swiss
francs." This repair is not costly because Hercule probably cut and pasted Oscar’s answer (no rephrasing).

Example 5 (protocol 4.2)

Sherlock pages "Mona was the agent insurance and insure certainly the painting. Somebody say that there was a misunderstanding
between Mona Lisa and the art student about the painting. Mona said it was real one and the student a fake one. Is that right?"
(1:55:47). Sherlock explicitly request an acknowledgment
Hercule pages "right" (1:56:19)

Example 6 (from protocol 6.2)

Sherlock says "What seems strange is hat Mona-Lisa tried to phone at 6:00 PM to retract the contract, then she knew for a day that
the painting was a fake..." (1:32:41)

Hercule reads all information in his notebook which concerns the phone calls (1:33:26).

Sherlock reads all information in his notebook as well (1:33:36)

Hercule pages "Do you think that she was calling Oscar" (1:33:57).

Since he does not receive an immediate answer, he repeats the same message at 1:34:47 and 1:34:54. (The subjects were instruct-
ed to use the arrow key to avoid retyping the last command when they did a typing mistake, but several subjects used it for insisting
or showing impatience).

Sherlock pages "Why Oscar..."(1:35:06)

Hercule pages "Why did you talk about retracting the contract" (1:35:40)

Sherlock pages "When she knew it was a fact (-she mean a fake-), she had to make her possible to retract the contract because if
the painting is stolen, the insurance has to pay 100000Frs." (1:36:41)

Hercule pages "Exactly, | don’'t know if she tried to call the insurance though, but anyway, it seems like a good enough reason to
kill the victim"

Sherlock pages "Yes, | do believe that too (1:38:41)

Example 7 (from protocol 6.2)

Sherlock says "We have to elaborate a strategy to get all the info we need" (0: 33)

Almost at the same time, Hercule says "There are 8 rooms, | do the 4 in the upper corridor and you do the other, ok?" (0:34)
Sherlock says "Ok and we send messages to each other" (O:51)

Hercule says "Ok" (1:02)

Sherlock says "We ask to see or read the object in each room" (1:28)... they start working... and sometime later....

Sherlock pages "I write all the info that | find, you could do the same, hence we will get the global picture.” She refers to the fact that
she notes information on the whiteboard. (12:10)

Example 8 (from protocol 7.2. - we trand ate)

Hercule pages "We have to make a break, to chat and to dismiss those who could not kill* (1:41:12)
After some miscommunication, Sherlock pages "We dismiss Lucie, ok?" to acknowledge that sub-goal (1:43:22)

Example 9 (from protocol 7.2 - we trandl ate)

Sherlock suggests "Let make a list of the persons who could steal the gun” (1:03:14)
Hercule does not accept this offer. Instead he talks about motives: "Oscar has painting assured, but it was fake, as we can see by
the fact that Lisa told victim and she was disappointed.” (1:04:17)
Hercule continues "If victim is dead and Oscar destroys/steals etc. painting, he will get all the money." (1:04:55)
Sherlock seems to abandon his plan, and comments on Hercule’s point: "Yes. It's possible but it's a family, there could be a plot..."
(1:06:27)

Example 10 (protocol 6.2)

Sherlock pages "She was at the bar till 7:45. Then she went out with Lucie. | will talk to her to check that". (1:31:43)
Hercule pages "OK, talk to Lucie" (1:33:05)

Example 11 (protocol 4.2)

Sherlock pages "l inspect the room 5,6,7,8 to begin" (1:01).
Hercule does not acknowledge explicitly, but explores successively rooms 4 to 1, then the bar.

Example 12 (from protocol 6.2)

Hercule and Sherlock have agreed to split the rooms (see example 12), but they did not explicitly share the other rooms which do
not belong to a coordinator (the bar, the kitchen, the private residence and the restaurant). Sherlock is faster than Hercule, she can
see that by watching at the information that Hercule put on the whiteboard. When she has finished 'her’ rooms, she decides to ex-
plore the other rooms.

Example 13 (from protocol 7.2)

In room7, Hercule says "We dismiss Lucie, Ok", but Hercule does not receive this message because he is in room6. (1:41:59)
Sherlock does of course acknowledge since he did not receive this message

One minute later, Hercule types'who’ to see where is Sherlock (1:42:51)

Then Hercule types 'walk to room6’ to join Sherlock. (1:43:04)
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Appendix (examples from protocols)

« Hercule asks the ski teacher about the jacket that he forgot in the victim’s room (37:16)

« On the whiteboard, Hercule creates a box “Hans had an affair with Mona Lisa” and draws an arrow between the box representing
victim and Hans box, with the label “Lover”. (39:10 - 39 -55)

«  Sherlock does not acknowledge this arrow, but disagrees on another arrow drawn at the same time (see example 33 below).

Example 1 (from protocol 5.2)

Hercule has almost not been talking to Sherlock for 43 minutes, they collected notes on the whiteboard.
He goes to the Auberge private residence and reads the insurance contract (42:24)

He pages to Sherlock “Look at private residence” (43:30)

Sherlock goes to private residence (46:36)

e o o o

Example 2 (from protocol 6.2)

« A short time after example 6... Hercule exclaims “Did you see that the restaurant is open from 6 to 10, all of those who went to the
restaurant had to leave at 10, the crime hour”. (54:30) Sherlock does not acknowledge (?)

Example 3 (From protocol 7.2 - we transate)

«  Sherlock pages "l propose that we go together to ask Oscar Saleve" (48:39)

¢ Sherlock moves to the kitchen where Oscar is (48:49).

¢ Hercule answers "Ok" (48:55) and types "who" (49:10) to check where Sherlock is (actually, he as received a message saying that
Sherlock has arrived.)

¢  Sherlock asks Oscar about last night (49:16), they both can see the answer.

«  Hercule pages in French "Oscar, he is lying" (49:47) and asks other questions to Oscar.

¢ Sherlock answers "Probably" (50:07)

Example 4 (from protocol 6.2)

Hercule and Sherlock discuss in the lobby.

Hercule: "We should ask about the painting to Oscar" (1:56:44)

Sherlock: "Your are right" (1:57:04)

Hercule walks to the kitchen (where Oscar is). Sherlock receives a message saying that Hercule has left the room. (1:57:10)
Sherlock types’follow hercule’, but this commands fails because Hercule had to be in the same room (1:57:33)

At the same time, Hercule asks Oscar about the painting (1:57:33)

e o o o o o
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Table 4: Examples of multi-modal grounding (Numbersrefer to the examples below)

Infoinrow i
grounded by act MOO Action MOO dialogue Whiteboard Action
incolumn j
MOO dia- Verbal utterances grounded by MOO | Thelevel of grounding seems Grounding conversation through
logue actions: acknowledgment in example | different in voice versusMOO based | whiteboard action (acknowledgment
g 26 and repair in example 27. dialogues. Voice dialogues include in example 19). In example 31,
many grounding around referential grounding seems to be performed
problems (example 28) while MOO simultaneously through discussion
grounding dialogues are more and through whiteboard action.
complex (example 29).
White- Grounding Whiteb_oard inforr‘nz?tion Whiteboard acFion grounded by
board through conversation (arepair in whiteboard action: acknowledgment
example 30). In example 31 (example 32) or disagreement
Action grounding seems to be performed (example 33).
simultaneously through discussion
and through whiteboard action.

5 Conclusions

The protocolsindicate the complexity of what we initially summarized as “building a shared conception of the problem.”
First observation: the subjects do not simply build a shared space of knowledge, but they construct different sub-spaces.
These spaces are connected to each other by functional relationships: some information in sub-space X hasto be grounded
in order to ground information in space Y. But, since the nature of information is different in each space, the grounding
mechanisms are also different. It is precisely because the grounding processes are different that we treat these aspects of
common ground as different sub-spaces. The nature of information includes factors such as the probability that thisinfor-
mation is not shared, the cost of sharing it, the cost if it is not shared, the degree of mutuality of thisinformation requested
by the task and the persistence of this knowledge.

Second observation, subjects perform grounding in the different modes of interaction available (MOO action, MOO dis-
cussion, whiteboard actions): the information presented in mode X is often grounded by an act in mode Y. Sometimes,
the three modes interplay for grounding information. Grounding is not bound inside a mode of interaction. It crosses dif-
ferent modalities in a way which is more complex than we initially expected. The choice of a modality for grounding is
also related to the features of the information to be grounded. However, there is some be some flexibility in the relation
between information to be grounded and modalities of grounding. If a grounding function cannot be performed through
one mode, and if it really needs to be performed, it seems to migrate on another mode. For instance the function “ground
basic observed facts’ seems to migrate from the whiteboard to the MOO verbs (compare notebooks) from one pair to an-
other. Such a migration makes sense within the theoretical framework of distributed cognition [Dillenbourg95a].

A deeper understanding of the relation between modalities and the nature of information to be grounded would require a
fine analysis of temporal issues, namely the relationship between the persistence of information (how long it remains val-
id) and the persistence of the mode (how long the information remains displayed). People with MOO experience have
probably noticed how much simple changes in timing (a message being typed faster than another one) can deeply affect
the rules of conversation. A MOO is often treated as synchronous communication tool, but it is not completely synchro-
nous. We infer from those observations that artificial agents should be provided with modality-independent grounding
mechanisms that they could dynamically instantiate through different media according to the interaction with the human
partner.

We infer from those observations that artificial agents should be provided with modality-independent grounding mecha
nismsthat they could dynamically instantiate through different mediaaccording to the interaction with the human partner.
These agents should consider the cost of grounding, the belief about how well grounded the material already is, and how
necessary it isthat the material be (better) grounded. While some of the costs will be medium dependent, the information
can be seen as awhole, and the choice of which action to take when can beleft to local considerations, such as persistence
of the information, and how whether the system has the attention of the user, or if there’s room on a graphical display.
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Table 2: Shared sub-spacesin the mystery task

Information Sub-space Observed grounding processes

4. MOO posi tions Past positions are grounded implicitly through information displayed on the whiteboard, current
positions through MOO action, and future positions through MOO discussion.

5. Know! edge representation The necessity of grounding seems to depend on the el aboration of the code: a“no gun” label will

codes not be grounded, while a code “Red = no gun” should be.

6. Interaction rules These do not seem to be negotiated, because the semi-persistence of sentencesin the MOO (you
can always re-read a previous utterance), makes conversation very resistant to non-regular turn
taking.

4.2 Grounding across different modes of interaction

We mentioned in section 2 that grounding mechanisms vary according to the communication channel. In our experiments,
the subjects use two visual media: the MOO and the whiteboard, the former being text-based, while the latter supports
both text and graphics. In each medium, they can negotiate through discussion or through action. This defines 4 modes of
negotiation, asillustrated in table 3.

Table 3: Modes of interaction

MOO Whiteboard
Action 1) questioning suspects, looking at objects, moving... 3) creating or modifying rectangles, texts, arrows
Dial ogue 2) communicating with each other with ‘say’ or ‘page’ || 4)posting responsive texte.g. Hercule writes “What do
you mean” on whiteboard (see example 18)

The example of dialogue through the whiteboard (4) are very rare (e.g. Hercule writes “What do you mean” on
whiteboard - see example 18), primarily due to the easier use of the moo and lack of need to erase this only temporarily
relevant information. We focus here on the other spaces: (1) MOO action, (2) MOO discussion and (3) whiteboard usage.
The implicit hypothesis underlying our project was that the key function was 3=> 2: drawing a schema visible by both
agents facilitates grounding of verbal utterances. Thisfacilitation was expected to be partly dueto deictic features. In pre-
vious experiments, we analysed the gestures of 8 pairs of subjects using the MEMOLAB system [Dillenbourg94]: the
large majority of their gestures have a simple deictic functi on®: « Copy thisevent”, “Put it there”, ... The technical choices
we made for this experiment actually prevented straightforward deictic gestures: with the “BeingThere” Whiteboard, the
subjects do not see each other’s cursor, athough they could point by drawing or moving a marker. In addition, deictic
gestureswork when utterances and gestures are synchronous, which was possiblein MEMOL AB because communication
wasvocal, but was not possibl e in these experiments, since communication wastyped. The analysis of the protocol s shows
that these three spaces have a much richer relationship. It is not simply the whiteboard which support grounding utteranc-
es, (3 =>2), but also the utterance being used to ground the information put on the whiteboard (2 => 3). Among all the
possible relations between these 3 modes, table 4 examines those that we actually observed in the protocols.

Table 4: Examples of multi-modal grounding (Numbersrefer to the examples below)

Infoinrow i
grounded by act MOO Action MQOO dialogue Whiteboard Action
in columnjj
MOO A follows B through the MOO: the MOO actions are grounded through
. arrival of A inroom X is dialogues: The utterance

Action acknowledged by the fact that B acknowledges the action in examples

leaves for roomY. 23 and 24, it expresses disagreement

in example 25.

5. Thepointing to the referred object or location was performed either by the finger or by the mouse cursor.



415 Grounding Representations

Theinformation put on the whiteboard contains essentially facts (see4.1.1) and - to aminor extent - inferences (see 4.1.2).
However, one aspect which we did not address so far are the different uses of non-verbal codes (colours, positions,
marks,...). Thisinformation isimportant to ground because it is persistent and misinformation could lead to misinterpret-
ing facts or inferences.

The cost of grounding varies according to the medium. These codes can be grounded in the whiteboard itself: if
A uses some colour codes, and if B continues to draw objects and uses A’s code in a consistent way, A can infer that B
hasinferred the correct code. Sometimes, the code is simply not grounded, probably becauseit is conventional . for exam-
ple crossing out suspects to indicate elimination from consideration. Sometimes, grounding was explicit, either by aleg-
end (example 18) or by a dialogue (example 19). It seems that code negotiation was easier in spoken conversation -
especialy pair 1: “Why did you change colour?’; “Y ou write the time in hours... until 24”; Do you want the same colour
ashim”. However, we did not study these differences systematically.

4.1.6 Groundinginteraction rules

In spoken conversation, turn-taking considerations are important - for level 1, in order to hear amessage correctly, a part-
ner must be listening, not talking or attending elsewhere, because the message itself is evanescent. Also sinceit isrela
tively easy to notice the completion of utterances, turn taking can be easily regulated. The situation is different for our
media, however. First of al, the messages will persist (in the MOO until they scroll off the screen, and in the whiteboard
until explicitly deleted). Also, since the receiver can only notice the message when it has been completed, it is quite pos-
sible that both partners are composing messages at the same time. Thus we often observe crossed-topicsin turn-taking in
which an utterance ignores the previous utterance and, it relates back to aprevious one: in example 20, Sherlock probably
started to type his answer to Hercul€' sfirst utterance before Hercule sent his second utterance (Sherlock has just taken 3
additional seconds to type his answer). Still, the habits of spoken turn-taking can lead to negotiation of the floor when
important decisions must be discussed, asin example 21. Even this case could be considered as away to share afact about
Rolf, rather than requesting the authorization to spesk.

What can be negotiated isthe value of thelast speech act. In the example 24, Sherlock believesthat Hercule ques-
tioned the representation scheme (what does an arrow mean). Hercule repairs this misunderstanding by clarifying that he
actually does not disagree with the representation scheme but with information being represented (Giuzeppe is suspect).
It is often difficult to negotiate the representation code without negotiating the information being represented. The same
ambiguity occurs in the example 19 (above): when Hercule says ‘do you want to keep him (Giuzeppe)' (“le garder” in
French), this verb can be interpreted as ‘to continue treating Giuzeppe as a suspect’ (grounding knowledge) or ‘ dismiss
Giuzeppe, but keep his box on the whiteboard’ (grounding representation).

4.1.7 Summary: Multiple shared spaces

In summary, the definition of collaboration as building and maintaining a shared conception does not indicate what this
shared spaceis. Our first observation from the protocols shows that partners actually maintain several sub-spacesin par-
allel. These sub-spaces are related to each other by the fact that information shared in one space can be necessary to share
information in another: e.g. it is necessary to ground representation codes to ground facts inferences displayed non-ver-
bally on the whiteboard. Nevertheless, we refer to them as different sub-spaces because the grounding mechanisms differ
from one sub-space to another, dueto differencesin the nature of theinformation being grounded, the necessity of ground-
ing and the means available for grounding.

Table 2: Shared sub-spacesin the mystery task

Information Sub-space Observed grounding processes
1. Basic facts about the task Most factual information is shared by making it accessible on the whiteboard. More important

informationisshared or diagnosed viamoreintrusive ways: dialogue or invitation to action. Since
theinformation israther trivial to understand, monitoring seemsto rely on the default assumption
that what is not explicitly brought into discussion is understood and agreed.

2. Inferences about the task Thisisthe central space, the one which is directly connected to the goal of learners: to find the
murderer. The inferences are generally negotiated explicitly, through verbal discussion.

3. Problem solvi ng strategy Only “long impact” strategic decisions seem to be negotiated explicitly, and even then, without
fixing operational details. Actually, the MOO environment and the whiteboard provide detectives
with theinformation necessary to coordinaterather efficiently their work even when their strategy
isnot fully grounded.




4.1.3 Grounding the Strategy

Grounding the problem-solving strategy is a more varied process. A strategy is a rather persistent piece of information.
For instance for some pairs the ‘ spatial split’ strategy remained valid for amost one hour. But, of course, either partner
may change strategy at any time. Asit is an abstract concept, the strategy cannot directly been accessed by the partner; it
has to be communicated and understood (level 3), and - to some extent - it has to be agreed upon (level 4). The cost of
grounding varies according to the level of precision in the strategy. It doesn’t only include the effort necessary to discuss
the strategy, but also the cognitive effort to decide upon a strategy. The cost of non-grounding is not too high. Non-shared
strategies may lead to collecting redundant information, which is not dramatic since the problem space is not too large. It
also may lead to overlook some facts, which may be more detrimental. Hence, thelevel of grounding varies between pairs:
in example 8, they describe the strategy in great detail. Later in the problem solving process, strategic discussion amsto
set intermediate goals (Examples 9 and 10) or to negotiate the next action (example 11), but this is much rarer (the cost
of grounding being too high regarding to the benefit).

Some information about the strategy is actually conveyed (made accessible - level 1) by other means. During data collec-
tion stage, the strategy (who ask questions to who) can be acknowledged by MOO action (example 12) or it simply can
be inferred from observing the partner’s position in the “Auberge” or by looking at the information on the whiteboard
(example 13). In the data organization stage, the strategy can be inferred from observing the evolution of the whiteboard.
Pairs 1, 4, 6 and 7 proceed by dismissing one by one all suspects who either have no motive, no chance to get the gun or
tokill. This*pruning’ strategy is not explicitly grounded but it emerges clearly from the graphical representation in which
the suspects are dismissed one by one either by crossing the note which mention them (pairs 1, 4 and 7) or by aadding a
label on them (pair 6).

4.1.4 Grounding spatial location

Do | know where my partner is and does she know where | am? These are basic questions enabling collaboration and in-
teraction. In these experiments, the physical location is fixed (in front of the computer), but the “virtual” position of the
player inthe MOO can beimportant. Thisinformation isgenerally shared and monitored in anon-intrusive way for several
reasons.

* Level 1 of sharednessis permanent: at any time, my partner can type ‘who’ to check where | am. Level 2 of sharednessis
guasi-permanent: many MOO commands provide side-information on the position of the agent who executed the command.
For instance, when A pages B from the lobby, B receives a message “Y ou sense that A is looking for you in lobby” before
getting the actual message sent by A. In addition, when the detectives report data on the whiteboard, they can often infer
where the other has been from the nature of the information. The first step in grounding, i.e. providing the information, is
often performed implicitly while the agents are performing other action.

e Thisinformation issimple. If A can infer that B has perceived this information (Level 2), he can deduce that B understood
it. Thereis no real need for monitoring understanding (level 3). Actualy, this claim is probably only true for pairs who are
familiar with the MOO. For instance, A must know that, when he pages to B from the lobby, B receives the message “Y ou
sense that A islooking for you in the lobby” .

»  Position is non-persistent. It would be a waste of energy to constantly monitor where a partner is, since this information can
change frequently.

»  Thisinformation isonly useful in two cases: (1) when one wants to use aMOO command which only works if the partner is
in the same room (e.g. say, give, follow, show, read); (2) to infer which actions and effects have been observed.

* Incase of erroneous knowledge about respective positions, the consequences are not dramatic. There are several cases where
one detective uses‘ say’ instead of ‘ page’ (hence hismessage does not reach his partner) which are not noticed or not repaired.
If the consequences are important, it is easy to repair, the player can just page “I am in room 4"

For these reasons, explicit grounding acts for position information are rare, and mostly repairs. In example 14,
Sherlock deduced that a sent message was not read, because it contained a request for acknowledgment which had not
been satisfied. Actually, in this protocol Hercule previously used ‘say’ 6 times when Sherlock wasin another room, with-
out performing any repair. Conversely, in example 15, the “who” command is used in a pro-active way in order to coor-
dinate action.

Repairing spatial knowledge is preferably performed through MOO actions (‘who’, ‘look’, ‘where’) rather than
through verbal interactions. Verbal interactions are used to ground future positions, which is quite logical since the MOO
cannot provide thisinformation. In this case, more than the position is grounded: in example 16, it is the problem solving
strategy (What are you looking for), and in examplel?, it is the interaction mode.

Regarding MOO actions, there is no functional necessity that, when performing some action, A knows which
action B isdoing at the sametime. Once again, it is more important to know which actions (especially questions) the part-
ner has previously performed and which oneshewill perform. Inthis case partnersreally ground collected facts (see 4.1.1)
and the problem solving strategy (see 4.1.3).



»  The“methodical detectives’ (e.g., Pairs 6 and 7) collect information in a systematic way, room by room, suspect by suspect.
Thistask is performed cooperatively: they split the domain and explore individually. These two pairs barely talk at al during
thefirst hour. They report al collected information on the whiteboard. Then, thereis usually a‘pivot sentence’ such as“We
should put some order in our information isn't?’ (protocol 7.2 - we translate) or “Let make alist of the persons who could
steal the gun” (protocol 6.2). The second part of the work is the collaborative, it alternates phases of organization (basicaly,
working on the whiteboard representation) and inferences. This style of deduction can be likened to forward chaining - rea-
soning from observed facts to eventual inferences regarding the goal.

*  The"“intuitive detectives’ (e.g. Pairs4 and 5) interact as soon as they find some information that they judge potentially inter-
esting. They make inferences and opportunistically decide on further investigation. The three processes of collecting data,
organizing them and making inferences are performed in an interleaved fashion. This style of deduction can be likened to
backward chaining - reasoning about unsubstantiated suspicions to decide which facts would be useful to gather.

Wereport two main observations: (1) the pairs seem to build different shared spaces, through different grounding
mechanisms, and (2), grounding is often performed across different modalities.

4.1 Grounding mechanismsare use to built shared sub-spaces

The collaborators do not to build a single shared space of knowledge, but multiple shared sub-spaces. Thereis of course
acentral space: the two detectives have to acquire a shared a belief about the identity of the murderer and therefore have
to agree on the degree of suspicion with respect to each character. However, these beliefs rely on a complex network of
information items which have to be (partially) shared in order to agree on any conclusion. The mechanisms for grounding
these pieces of information are different, simply because the nature of information itself is different. We review them from
an economical perspective, comparing the necessity of grounding with the cost of grounding. The necessity of grounding
depends on the probability that the information is not grounded and the damage caused by the non -grounding.

4.1.1 Grounding factsfrom thetask

Two types of domain knowledge must be shared: facts directly accessible from interactions with objects or suspects (E.g.
“Rolf Loretan was in the bar at 8 pm”) and inferences drawn by detectives (e.g. “Hans could not get the gun”). We talk
here about the former, discussing the latter in the next section. These facts are persistent: any information true at some
time will remain true during the whole task. When detectives visit rooms separately, they have good reason to think that
the information is not accessible to their partner. Hence, they generally make this information accessible (level 1 of shar-
edness) by putting a note on the whiteboard or by telling directly through MOO discussions. Since the whiteboard is not
scrollable, they know that any information put there should be perceived by their partner (level 2 of sharedness). Many of
these facts are important to reach the solution, but the detectives do not know in advance which ones will be important.
However, what seems to require agreement (level 4) is not the fact itself, but its importance in the story. The grounding
mechanism will differ according to the subjective importance given by thisfact: simplefactsare just put on the whiteboard
(example 1), while supposedly important facts are communicated directly (Example 2) or indirectly (Example 3). When
doubts exist regarding whether an important fact was accessible to the partner (level 2), it is explicitly grounded before
(example 4) or verified afterwards (example 5).

Both detectives have notebooks which record all answers to the questions they asked to suspects. This notebook
was functionally redundant with the whiteboard, as an ‘individual memory support’. Pair 7 do not use notebooks but use
the whiteboard as a notebook. In addition, these notebooks could also useful as a ‘ shared memory support’. We initially
provided a command for merging the content of these notebooks (' compare’): Each detective had hence access to all the
facts collected by his partner. Pair 4 uses this command 7 times. Quite logically, they don’t use the whiteboard to report
these facts, but rather to organize them. In later experiments we suppressed this command in order to give the whiteboard
itsfull role. However, two out of the three remaining pairs developed a functionally equivalent mechanism: pair 5 simply
exchanged their notebooks, while in pair 6 Hercule reads his notebook to Sherlock (see example 27).

4.1.2 Grounding inferences

Detectives have to ground the inferences they draw from the basic facts, such as “Hans could not get the gun”. Such in-
ferences lead step by step to the final goal: to find a suspect who had a motive for the crime, the opportunity to get the
murder weapon and the opportunity to kill. These inferences are also persistent: they remain true as long as they are not
disproved. Moreover, thereisalow probability that a detective will spontaneously make the same inference as his partner
(level 1), but relatively high chances to misunderstand (level 3) or disagree (level 4). Hence, it is not surprising to observe
that in general this type of information is explicitly grounded. These grounding dialogues go from fairly smple cases as
in example 6 to complex negotiation as in example 7. These excerpts often include other action in the MOOQ in order to
verify elements, but the grounding process is essentially conducted by MOO discussions. One particular aspect that pairs
have to negotiate is whether they have reached the solution or not: “Do you want to look around or do we tell David we
have finished?’ (2:13:11; protocol 4.2); “Do you think we have finished then?’ (1:38:56, protocol 6.2).



communicate with anybody in the same room, and “ page <Player>...” to communicate with this player wherever heis. We
have also augmented the standard MOO commands with others implemented specialy for these experiments. This area of
TECFAMOO is protected against the entry of other visitors. All actions and communications are recorded. The subjects carry
anotebook which automatically records the answer to all the questions that they ask, organizing it by suspect and subject, to
allow easier retrieval. In these experiments the subjects used aM OO client called Mudweller which runs on Macintosh. This
client displaysabout 60 lines of text without scrolling back (any interaction uses several lines) and, providesa 3 linetext entry
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Figure 1: Thedetectives are provided with a map of the Auberge

e The Whiteboard. The subjects were invited to draw any representation that they felt would be useful to solve the problem.
Drawings were displayed on the screens of both subjects, using a shared whiteboard (a component of the BeingThere 2.0
groupware system). This program only supports elementary drawing: boxes, lines (with or without arrows), and text frames
of different colours and thicknesses. It does not include free drawing and does not enable users to edit displayed text. Users
can move, remove, resize or change colour of objects, regardless of who created them. They cannot see each other’s cursor.
They can copy and paste in the whiteboard and also from the MOO (e.g. pasting thelist of suspects). Both users see the same
fixed area, there is no scrolling of the whiteboard window.The MOO and the whiteboard are side by side, splitting the Mac-
intosh screen into two 14 X 19 cm areas. The two detectives are provided with amap of their virtual environment (see Figure
1), so that the drawn schema focus on the inquiry itself instead of on a (trivial) spatial representation of their environment.
We recorded the interaction on the whiteboard (1 image per second)

*  Subjectswere familiarized with the MOO and the whiteboard through atraining task, in which they explored aM OO area of
7 rooms, and draw a map of these rooms and their contents on the whiteboard. The subjects received 30 Swiss Francsto do
both tasks.

4 Preliminary results

At the time of this writing, we have had 7 pairs perform this task.2 Pairs 1 and 2 communicated with voice as well as
through MOO and whiteboard, and so we concentrate here on the other 5. These five pairs found the correct solution re-
spectively in 2 h 45 (pair 3), 2h 27 (pair 4); 1h 53 (pair 5); 1 h 41 (pair 6) and 2 h 24 (pair 7).4 Protocols also reveal awide
variety in how the pairs chose to interact. Pair 3 did not use at all the whiteboard (despite our repeated invitation to do it),
while pairs 6 and 7 completely filled the available space. Some pairs (1,4,6,7) use the whiteboard as a space to paste ‘ post-
it" notes, not fully exploiting the graphical features, especially spatial positions. Other pairs draw more elaborated schema:
pair 2 draws atimetable; pairs 4 starts such atimetable but stops; pair 5 uses labelled arrows between objects to represent
more complex concepts. Most pairs establish a code for marking the degree of suspicion for each character: they use col-
ours, they cross out notes, or they put alabel on those who are not suspect any more.

All pairs pass through three stages, reflecting the nature of the task: collecting information, organizing informa-
tion (generally on the whiteboard) and making inferences. However, the pairs proceed differently through these stages:

2. TecfaMOO hasbeen used in our research team for various purposesincluding distance collaboration and learning. It isaccessible
viatelnet or aMOQO client at: tecfamoo.unige.ch (port 7777). An information pageis at http://tecfa.unige.ch/tecfamoo.unige.ch

3. Theprotocols of MOO actions and communication and snapshots from the whiteboard movies are available by WWW

(http://tecfa.unige.ch/tecfaltecfa-research/cscps/bootnap. htm).

4.  Pair 3 did not perform atraining task and one subject was not previously familiar with the MOO.



mation (as a message from the sender, and not, e.g., as part of the environment). In addition, Clark classifies three types
of dealing with (potential) problems at any of these levels. These are preventatives, which will prevent aforeseeable prob-
lem, warnings for signalling a problem which can’t be avoided, and repairs for fixing a problem onceit has occurred. We
similarly distinguish 3 categories of grounding acts. monitoring, diagnosis and repair. Table 1 illustrates how these 2 di-
mensions can be used to characterize the relation of action of both participants to the grounding process. In section 4, we

Table 1. Grounding acts and Conver sational L evel

Grounding act From A’s viewpoint From B’s viewpoint
Monitoring Passive/nferential (How A reasons about B ‘s knowledge) | Pro-active (How B can help A to know about B)

level 1: A inferswhether B can access X level 1: B tells A about what he can access

level 2: A infers whether B has noticed X level 2: B tells (or shows) A that B perceived X

level 3: A inferswhether B understood X level 3: B tells A how B understands X

level 4: A infers whether B (dis)agrees level 4: B tells A that B (dis)agrees about X
Diagnosis Active (How A tries to know that B knows X) Reactive (How B participatesin A’s grounding)

level 1: A joins B to initiate copresence level 1: B joins A

level 2: A asks B to acknowledge X level 2: B acknowledges X

level 3: A asks B aquestion about X level 3: B displays understanding or requests repair of X

level 4: A persuades B to agree about X level 4: B (dis)agrees on X
Repair How A repairs B'signorance of X How B repairsthe fact that A ignores that B knows X

level 1: A makes X accessibleto B level 1: B mentions or manipulates X

Level 2: A communicates X to B level 2: B communicates X to A

level 3: A repeats/ rephrases/ explains X level 3: B repeats/ rephrases/ explains X

level 4: A argues about X level 4: B argues about X

use aspects of this taxonomy to analyse the grounding behaviour in collaborative problem solving. First, we describe the
setting for our observations.

3 Experimental setting

The subjects are engaged in acollaborative diagnosis task: they have to solve amurder mystery together. They are located
in different rooms and communicate through networked computers, using two pieces of software, a MOO system and a
Whiteboard.

*  Thetask. Two subjects play a mystery solving game: Mona-Lisa Vesuvio has been killed and they haveto find the killer.The
subjects play the parts of the detectives Sherlock and Hercule. They walk in atext-based virtual world (aMOO environment)
where they meet suspects, ask questions about relations with the victim, regarding what they have done before the murder,
and so forth. Suspects are programmed robots. The two detectives explore rooms and find various objects which help them
to find the murderer. More precisely, they aretold that they have to find the single suspect who (1) asamotiveto kill, (2) had
access to the murder weapon and (3) had the opportunity to kill the victim when she was alone.

«  The MOO environment.! Thisis a standard MOO called TECFAM OO, developed in our research team.2 The subjects move
in different rooms (see figure 1), where they find suspects and objects. They talk to each other viatwo commands: “say...” to

1. MOOQOs|[Curtis93] are virtual “environments’ on the network where people can meet and communicate. Technically speaking, a
MOO is a network-accessible, multi-user, programmable, interactive system. When a user connects to a MOO he connects as a
character with the help of a specialized telnet-based client program.The client's primary task is to send and receive 1/0 between
the server and the user. The MOO server exists on one machine on the network, while the client is typically run by the users on
their own machines. Having connected to a character, participants then give on-line commands that are parsed and interpreted
by the MOO server as appropriate. Such commands may cause changes in the “virtua reality”, such as the location of the user.
Inthe MOO architecture, everything isrepresented by objects. Each person, each room, each thing is considered as an object that
can belooked at, examined and manipulated. The MOO keeps a database of objects in memory and this means that once created
objectsare still availablein future sessions. A MOO world can be extended both by “building” and by programming. “Building”
means creation and customization of new objects starting with some prototypical object. The internal object-oriented program-
ming language is quite powerful and has been used to create alarge set of objects for professional and academic use.



ing of facts and proposalsin the presence of another, processes of diagnosis (to monitor the state of the other collaborator)
and feedback. When things are going smoothly, feedback is just simple acknowledgement (perhaps implicit), however,
when understanding seems to deviate from commonality feedback takes the form of repairs.

There have been several proposalsfor formally modelling thiskind of mutuality. For When common ground con-
cerns simple beliefs, the most common representation of commonality is iterated belief (A believes X and A believes B
believes X and A believes B believes A believes X,...), or access to a shared situation, formulated by [Lewis69] as:

Let us say that it is common knowledge in apopulation P that X if and only if some state of affairs A holds such
that:

e Everyonein P hasreason to believe that A holds.
* Aindicatesto everyonein P that everyonein P has reason to believe that A holds.
e Aindicatesto everyonein P that X.

Clark and Marshall (1981) pointed out that using such a schema requires anumber of assumptionsin addition to
the mere accessibility or presentation of information. Clark and Schaefer (1989)went beyond this, claiming that feedback
of some sort was needed to actually ground material in conversation, and that this grounding process was collaborative,
requiring effort by both partners to achieve common ground. They point out that it is not necessary to fully ground every
aspect of theinteraction, merely that the conversants reach the grounding criterion: “The contributor and the partners mu-
tually believe that the partners have understood what the contributor meant to a criterion sufficient for the current pur-
pose.” What this criterion may be, of course, depends on the reasons for needing this information in common ground, and
can vary with the type of information and the collaborator’s local and overall goals. They also point out that the conver-
sants have different ways of providing evidence which vary in strength. These include display of what has been under-
stood, acknowledgments, and continuing with the next expected step, as well as continued attention.

Clark and Brennan (1991) discuss grounding in different media. They point out that different mediabring differ-
ent resources and constraints on grounding as well as having different associated costs. They describe several media (in-
cluding face-to-face, tel ephone, video-teleconference, terminal teleconference, and email) according to whether they have
the following properties: copresence (can see the same things), visibility (can see each other), audibility (can hear each
other), cotemporality (messages received at the same time as sent), simultaneity (can both parties send messages at the
same time or do they have to take turns), sequentiality (can the turns get out of sequence), reviewability (can they review
messages, after they have been first received), and reviseability (can the producer edit the message privately before send-
ing). Also, the following costs are considered for these media: formulation costs (how easy isit to decide exactly what to
say), production costs (articulating or typing the message), reception costs (listening to or reading the message, including
attention and waiting time), understanding costs (interpreting the message in context), start-up costs (initiating a conver-
sation, including summoning the other partner’s attention), delay costs (making the receiver wait during formulation),
asynchronous costs (not being ableto tell what is being responded too), speaker change costs, fault costs, and repair costs.
Since different media have different combinations of these constraints and costs, one would expect the principle of least
collaborative effort to predict different styles of grounding for use in different media.

In the human-computer collaborative systems that we previously designed, communication was mainly text
based for the machine agent and based on direct manipulation for the human agent. Direct mani pulation includes pointing
gestures which are important in grounding, especially for solving referential ambiguities [Frohlich93]. Since our research
goal is to design computational agents capable of grounding, we wanted to reduce the cost of grounding by providing
agents with multi-modal communication. In acommunicative setting, collaborators take advantage of all the mediaavail-
ableto help them in their task. In aface to face setting, this includes eye-gaze and gesture as well as speech, but can also
include writing notes and drawing schemata. This type of interaction is becoming increasingly important, also, for com-
puter-mediated and human-computer collaboration. As the technologies become more widely available for communica-
tion with and through computers by modes other than typing and displaying text, it becomes more important to study how
these technol ogies can facilitate various aspects of collaboration, including grounding.

Grounding is not a monolithic processes. There are many aspects to communicating which involve grounding.
Properly communicating and grounding content requires action at multiplelevelsof interaction. Clark [Clark94] identifies
4 different levels of conversation at which problems for maintaining common ground may arise. These are;

Level 1: Vocalization and attention - is the receiver attending to the speaker and can the producer successfully articul ate the message.

Level 2: Presentation and Identification - can the message be successfully presented so that the receiver can identify e.g., thewordsand
structure of a sentence

Level 3: Meaning and Understanding - can the receiver understand what was meant by the message.

Level 4: Proposal and Uptake - will the receiver commit to the proposal made by the producer?

While actual vocalization really only applies to spoken conversation, we can generalize this level to the notion
of access to information. Similarly, level 2 can be generalized to the concept of whether an agent has noticed the infor-
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Abstract. This paper describesthe first results of a series of experiments on multi-modal computer-supported collabora-
tive problem solving. Pairs of subjects perform adiagnosis task (solving amurder mystery inaMOO environment), com-
municating by typing and drawing. While collaboration is often described as the process of building a shared conception
of the problem, our protocols show that the subjects actually create multiple shared sub-spaces. These spaces are connect-
ed to each other by afunctional relationship: some information in space X has to be grounded in order to ground infor-
mation in space Y. The reason to dissociate these spaces is that the grounding mechanisms are different, because the
nature of information to be grounded isitself different. The second observation concernsthe modality of grounding. Con-
trary to expectations that subjects would primarily use drawings to ground verbal utterances, we observed that they use
three modes of interaction: (dialogue, drawing, and also action in the MOO environment) in a more symmetrical way.
Grounding is often performed across different modes (e.g. an information presented in dialogue is grounded by an action
in the MQOO).

1 Introduction

This paper describesthe first results of aseries of experiments on multi-modal computer-supported collaborative problem
solving. This research was motivated by our previous work on systems in which a rule-based agent collaborated with a
human agent [ Dillenbourg92; Dillenbourg94]. Roschelle and Teas ey [Roshelle95] defined collaboration as a*“ Coordinat-
ed, synchronous activity that is the result of a continued attempt to construct and maintain a shared conception of a prob-
lem” (p. 70). This definition, which is now widely accepted in psychology, is difficult to translate in terms of human-
computer collaboration. Precisely, when we experimented with the human-computer collaborative systems mentioned
above, we observed various problems due to the difficulty for a human and a machine to share conception of a problem
[Dillenbourg95a]. We hence decided to study the social grounding process, i.e. the mechanisms by which common ground
is updated and maintained between two collaborating human agents. The experimental setting, as described below in Sec-
tion 3, does not include audio and video communication in order to adapt the bandwidth to current widely available inter-
faces for human-computer collaboration. The final goal is to design more powerful collaboration interfaces between a
human user and a knowledge-based system, not necessarily by imitating human-human collaboration, but by designing
functionally equivalent grounding mechanisms.

This goal gives a special colour to our study of grounding. We are less concerned by the quality of communica-
tion between agents, than by the cognitive effects of their interactions. From an efficiency of communication point of
view, it would seem to be more advantageous to minimize the necessary effort for actions (such as repairs) aimed prima-
rily at grounding. However, asarticulated by [ClarkWilkes-Gibbs86], what isimportant is not individual effort by the pro-
ducer or receiver of a communicative act, but the overall Least Collaborative Effort. The cost of producing a perfect
utterance may be higher (if it is even possible) than the cost of collaboratively repairing those problems which do arise.
Conversely, given our concern for cognitive effects, we would rather talk in terms of Optimal Collaborative Effort. When
two partners misunderstand, they have to build explanations, justify themselves, often make explicit some knowledge
which would otherwise remain tacit, monitor each other and therefore reflect on their own knowledge, and so forth. These
mechanisms are crucial for showing that collaborative learning is sometime more effective than learning alone
[Dillenbourg95b]. Thus, the extraeffort for grounding, even if it does slow down interaction, may lead to better resultsin
the task which motivated the communication episode, particularly when the task involves learning or negotiation. How-
ever, as suggested by the word ‘ optimal’, those grounding efforts have to remain subordinated to the accomplishment of
the task, i.e. to the effective need for grounding knowledge.

2 Grounding

Common ground has been claimed to be a necessary ingredient for many aspects of collaboration and communication. For
instance, to understand a spoken sentence, the meaning of the words that the speaker uses must be known to both. Ground-
ing isthe process of augmenting and maintaining this common ground. This process involves, in addition to the mention-



